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Abstract—The primary goal of the ZureTTS project was the
design and development of a web interface that allows non-
expert users to get their own personalized synthetic voice with
minimal effort. Based on the increasingly popular statistical
parametric speech synthesis paradigm, the system was developed
simultaneously for various languages: English, Spanish, Basque,
Catalan, Galician, Slovak, Chinese, and German.

Index Terms—Statistical parametric speech synthesis, speaker
adaptation.

I. INTRODUCTION

PEECH synthesis technologies have evolved during the
last decade from selection and concatenation based
paradigms [1] to statistical parametric ones [2], [3]. The main
advantages of hidden Markov model (HMM) based speech
synthesis are its enormous flexibility for speaker/style adapta-
tion [4], the low footprint of the voice models (those of a high-
quality voice can be stored in less than 5 MB in some cases!),
the ability of generating smooth synthetic signals without
annoying discontinuities, etc. Importantly, the availability of
an open source statistical parametric speech synthesis system,
HTS [5], has played a key role in this technological revolution.
Statistical parametric speech synthesis has enabled many new
applications that were not possible in the previous technolog-
ical frameworks, such as the design of aids for people with
severe speech impairments [6], personalized speech-to-speech
translation [7], and noise-robust speech synthesis [8].
In parallel, the market of hand-held devices (smartphones,
tablet PC’s, etc.) has grown substantially, together with their
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capabilities. As a result, communication barriers are dimin-
ishing while new ways of entertainment are emerging. In
these two contexts, low-footprint personalized text-to-speech
(TTS) synthesizers arise as a very interesting outcome of
years of research. Nevertheless, it is still hard for a non-
expert user to get a personalized TTS. The ZureTTS project
bridges the gap between users and speaker-adaptive speech
synthesis technology by providing a web interface that helps
them obtaining personalized synthetic voices in an intuitive
and automatic manner. This interface can be used, for instance,
by people suffering from degenerative pathologies to create a
“backup” of their voice before surgery or before the symptoms
are noticeable, or by anyone wishing a GPS to speak in his/her
own voice or that of a relative.

The ZureTTS project was undertaken by an international
team of researchers during eNTERFACE’ 14, covering up to
8 languages: English, Spanish, Basque, Catalan, Galician,
Slovak, Chinese, and German. This article contains a detailed
description of the project and the way it was developed.
Section II presents a general overview of the technology and
roughly describes the system in relation to it; Sections III, IV
and V go into the details of the different tasks accomplished
during the development; Section VI discusses some open
issues and future perspectives, and it summarizes the main
conclusions.

II. GENERAL FRAMEWORK
A. Technological framework

Fig. 1 shows the general diagram of a speaker adaptive
HMM-based speech synthesis system such as HTS [5], which
is the core of ZureTTS. Basically, HTS provides the tools
to (i) learn a global statistical correspondence between labels
extracted from text and features extracted from the acoustic
realization of that text, (ii) adapt the trained statistical models
to new incoming data from a particular speaker [4] and (iii)
generate the most likely sequence of acoustic features given
a specific set of labels [9] (these tools correspond to the blue
blocks in Fig. 1).

The so-called labels are phonetic, linguistic or prosodic
descriptors of the text, which are stored in a specific format
that the HTS engine is able to understand. The information
they contain is typically related to phones (code of the current
one and those in the surroundings, time location, position in
syllable, position in word, etc.), syllables (accent, position in
word, position in phrase, etc.), words, phrases, pauses... The
label extraction process (green block in Fig. 1) is obviously
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Fig. 1. General diagram of a speaker-adaptive statistical parametric speech
synthesis system.

language-dependent. In principle, the front-end of any existing
TTS system can be used to accomplish this task as long as the
information it handles can be translated into the appropriate
label format. Since this project deals with many languages,
many language-specific text analyzers were used as will be
explained in Section IV.

Vocoders are used to extract acoustic features from audio
signals and also to reconstruct audio signals from acoustic
features (orange blocks in Fig. 1). The statistical learning
process implies the use of appropriate acoustic parameteriza-
tions exhibiting not only good speech analysis/reconstruction
performance but also adequate mathematical properties. A
typical state-of-the-art vocoder extracts acoustic features at
three different levels: logarithm of the fundamental frequency
(fo), Mel-cepstral (MCEP) or linear prediction related repre-
sentation of the spectral envelope, and degree of harmonicity
of different spectral bands.

The statistical model that results from the training stage
of a speaker-adaptive system (purple model in the top part
of Fig. 1) is often an “average voice model” [4]. In other
words, it is learned from data (recordings + texts) from a
large number of speakers so that it covers the variability not
only of the language but also of its many possible acoustic
realizations. These kind of models are more easily adapted
to a few recordings of a new unknown speaker than those
obtained from one only speaker.

B. Performance flow

The overall structure and performance of the system is
graphically described in Fig. 2 (for clarity, we have used the
same colors as in Fig. 1). The users interact remotely with
the system through a website, and the system itself is hosted
on a server that carries out the core tasks and contains the
necessary data.

1) The client side: Roughly speaking (see next section
for more detailed information), the ZureTTS website allows
registered users to record their voice in any of the available
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Fig. 2.

General diagram of the system.

languages, visualize the recordings and listen to them for
validation, transmit the recordings to the server, and tell
the server to start the adaptation process. When the training
process finishes, the website gives the user access to the
artificial voice so that he/she can validate it or manually
modify some intuitive aspects of it (average pitch, vocal tract
length, speaking rate, loudness...) with an appropriate acoustic
feedback. When the user approves the voice with the desired
manual modifications, the website presents the final models of
the synthetic voice for download.

2) The server side: For each available language, the server
contains an initial statistical model (either the model of a
generic voice or, preferably, an average voice model [4]),
the text analyzer and the vocoder that were used during the
training of the initial voice, the scripts for adaptation and
modification of models, and a phonetically balanced set of
sentences to be recorded by the user. When a particular user
selects a language, the server sends him/her a set of sentences
(about 100) so that the recording process can be started.
Then, when the user transmits the recordings to the server,
the server carries out the adaptation (similarly as in the mid
part of Fig. 1) and yields a “personalized” model. Since the
adaptation process may take some time (depending on the size
of the initial model and also on the concentration of user
requests), the server alerts the user via e-mail when it has
finished. If the user asks for any voice modification through the
website after having previewed the result, the server embeds
such modification into the model itself, making it permanent.
Finally, it stores the “modified personalized” model in the
user’s internal zone so that it can be either downloaded or used
within the ZureTTS portal. Last but not least, the server hosts
a web service that allows an external application to connect
and synthesize speech from a particular model.

The next three sections describe the work we conducted
to develop each part of the ZureTTS system, namely the
website itself, the initial voice models and text analyzers for
each language under consideration, and the synthetic voice
manipulation procedures.
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Fig. 3. The recording interface for Chinese language.

III. THE ZURETTS WEBSITE
A. Functional description

The website includes both a public access area, providing
information about the project and registration forms, and a
private area available only to registered users. In this private
area, two functional parts can be distinguished: the “Donate
your voice” area (depicted in Fig. 3) and the “Obtain a voice”
area (depicted in Fig. 4).

1) Donation area: When a registered user accesses the
voice donation area (Fig. 3), he/she is firstly asked to choose
the target language. Then, a speech recorder and a list of
about 100 sentences are displayed on the screen. The user
is expected to read aloud the sentences and record them
in a silent environment. The recorder was designed to give
the user useful visual feedback to help him/her control the
level of the signals, thus avoiding saturation. In the current
implementation, the user is forced to listen to each recorded
sentence for validation before transmitting it to the server. By
communicating with the central database, the system controls
the number of uploaded/remaining recordings. When all of
them have been received by the server, the user is given the
chance to start the adaptation of the underlying voice models to
the samples of his/her voice by pressing the “Start adaptation”
button.

2) Voice obtaining area: This area is normally accessed
when a user receives via e-mail the confirmation that the
adaptation process has finished. As can be seen in Fig. 4,
the user can then synthesize speech using his/her personal-
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Fig. 4. Getting and trying personalized or generic artificial voices in different
languages.

ized synthetic voice in any of the languages for which the
necessary utterances have been recorded and the adaptation
has finished successfully (as an example, in Fig. 4 there are
two personalized voices available: English and Spanish). Some
generic synthetic voices are also available for registered users
who do not want to have a personalized one (in Fig. 4 there is
one generic voice in English). A number of modifications are
also available in case the user wants to tune some intuitive
aspects of the synthetic voice (more details are given in
section V). These modifications are applied through sliders,
and for moderate factors they do not alter the perceived
identity of the voice significantly. Each time the “Synthesize”
button is pressed, the system synthesizes the message written
in the text area using the selected voice model with the
modifications given by the current positions of the sliders.
Once the modifications are made permanent by pressing the
“Make those changes permanent” button, the user’s voice
models are overwritten and replaced by the modified ones.

B. Technical description

The frontend website was written in HTML, Javascript
and CSS. It leverages the new Web Audio API of HTML5
to implement a plugin-free voice recorder directly on the
webpage; currently this API has been adopted by several
major web browsers such as Google Chrome and Mozilla
Firefox and will be supported in the next versions of Microsoft
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component (blue) and a noise component (magenta), which occupy the lower
and the upper band of speech respectively, Ahocoder measures the log- fo, the
MCEP representation of the spectral envelope (red), and the maximum voiced
frequency, defined as the boundary between harmonic and noisy bands.

Internet Explorer. The synthesis page also leverages several
capabilities of HTMLS such as audio tag, range input for
better compatibility with new browsers and mobile devices.
Several popular Javascript and CSS libraries are also used in
the frontend such as Jquery, Knockoutjs and Bootstrap.

The backend webservice was mainly written in PHP, so as
to be integrated with the mature user management system of
Drupal. The webservice is responsible for generating JSON
data (recording status, etc.) for the web interface, accepting
inputs from the web interface and coordinating different other
processing scripts for data collection, adaptation and synthesis.

With an aim towards extending the usability of the results
of ZureTTS, we also implemented a multilingual-TTS web
service based on the XML-RPC protocol by exploiting the
potential of the Drupal framework. Thus, any XML-RPC client
(an external application, for instance) can synthesize speech in
the offered languages and even manipulate its parameters (as
in Fig. 4) just by sending messages in the appropriate XML
format to the XML-RPC sever of ZureTTS, which in turn
sends XML responses containing encoded audio signals.

IV. LANGUAGE-SPECIFIC VOICES MODELS AND TOOLS

This task of ZureTTS involved the development of initial
(average when possible) voice models and text processing
tools for all the languages under consideration. A common
framework was assumed in terms of HMM topology and
acoustic analyzer (vocoder). This approach enabled a more
homogeneous implementation of the different functionalities
of the system and facilitated some operations, such as those
involved in the voice post-editing process (which will be
explained in Section V). Excluding these acoustic modeling
aspects, voices and tools are language-dependent, so the sub-
sections below describe how the problem was tackled for each
language.

The model topology we used is the “standard” one in
HTS v2.2, namely 5-state context-dependent left-to-right hid-
den semi Markov models (HSMMs = HMMs with explicit
state duration distributions) [10] where each state is character-
ized by a multivariate Gaussian emission distribution given by
a mean vector and a diagonal covariance matrix. When dealing
with parameters that can take discontinuous values, such as
the local fundamental frequency of the signal, multi-space

distributions (MSD) [11] were used. The vectors used to train
the model were appended 1°* and 2"?-order dynamics, and
the global variance of the acoustic parameters was modeled
together with the parameters themselves [9].

The vocoder we used in ZureTTS is called Ahocoder [12].
As depicted in Fig. 5, it handles three streams of acoustic
information: log-fy, MCEP coefficients, and the so-called
maximum voiced frequency, which stands for the local degree
of harmonicity of the signal. The relationship between MCEP
coefficients {c;};=o.., and spectral envelope S (w) can be
formulated as follows':

p
log S (w) = Z ¢icos (i - mel (w)) (1)
=0

where mel (w) is the Mel-scaled version of w. All speech
signals were digitized at 16 kHz sampling rate and were
analyzed/reconstructed at 5 ms frame shift. The order of the
MCEP parameterization was always equal to 39, which re-
sulted in 42 static parameters per frame (plus their dynamics).

A. English

An average voice model for English was trained from the 7
voices (2 female + 5 male, 1132 utterances each) in the CMU
ARCTIC database [13], similarly as in the HTS demo scripts
[14] (except for the vocoder).

The text analysis tools were taken from the well known
Festival speech synthesis system [15], developed by the Uni-
versity of Edinburgh.

B. Spanish

In order to train an average voice model for Spanish, we
used the “phonetic” subset of the Albayzin speech database
[16]. It contains a total of 6800 utterances and 204 differ-
ent speakers, each of which recorded either 160, 50 or 25
utterances. The phonetic segmentation of the database was
not available, so it was carried out automatically via forced
alignment of HMMs using HTK [17].

The text analysis tool we employed was taken from
AhoTTS, the open-source TTS system developed by Aholab
[18]. The structure of the HTS labels was similar to the one
described in [19].

C. Basque

The average voice model was trained from the databases
described in [20]. They contain a total of 9 voices (5 female,
4 male), all of which include 1 hour of speech except for two
(female and male) which include 6 hours each. It is noteworthy
that due to time constraints, only half of the voices were used
to train the initial model.

Similarly as in Spanish, the front-end of AhoTTS [18] was
used for text analysis and label extraction according to the
specifications in [19].

'Some authors include a multiplicative factor 2 for ¢ > 0. In this case such
factor is omitted to make the MCEP coefficients compatible with some of the
transformations described in Section V.
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D. Catalan

Thanks to the Festcat project [21], an open database of 10
different voices (5 female, 5 male) was available for Catalan
language [22]. The amount of speech material was 10 hours
for two of the voices therein (female and male) and 1 hour
for the remaining ones. The speakers were all professional. As
well as for Basque, due to time constraints, only half of the
voices were used during training.

For text analysis we used a Catalan front-end compatible
with Festival [15] that had been released in the framework of
the Festcat project [21] too. It included word normalization, a
lexicon, a letter-to-sound (L2S) converter and a part-of-speech
(POS) tagger.

E. Galician

Due to the lack of freely available speech synthesis
databases for Galician languages, we used a single voice
provided by the University of Vigo to train the initial model
of the system. It contained 1316 utterances (1 hour 13 minutes
of speech) recorded by a professional male speaker.

For text analysis, we integrated the front-end of Cotovia
[23], the TTS system developed by GTM, University of Vigo.

F. Slovak

The initial average voice model was trained from a total of
17903 utterances (more than 36 hours of speech). This material
contained 18 different voices taken from several databases:

« A big Slovak speech database composed by 4526 pho-
netically balanced sentences, all of them spoken by
two different speakers, female and male (about 6 hours
of speech per speaker), and recorded in a professional
studio. This database had been specifically designed for
synthesis purposes [24].

« A smaller database containing 330 phonetically balanced
sentences recorded by both a female and a male speaker
(40-50 minutes of speech each).

o A speech recognition database with 14 different voices (7
female and 7 male) and a variable number of utterances
per speaker (between 469 and 810, 80-140 minutes).

Similarly as for English and Catalan, the Slovak text an-
alyzer used in this project was based on Festival [15]. It
included a big pronunciation dictionary containing about 150k
problematic Slovak words (a word is considered problematic
when there is a mismatch between the written form and
its corresponding canonical pronunciation), a rule-based L2S
conversion system and a set of token-to-word rules for basic
numerals (from zero to several billion).

G. Chinese

Two databases generously provided by iFLYTEK Co. Ltd.
were utilized to train a Chinese average voice model. Both
databases had been recorded in neutral reading style with
16 kHz sampling rate and 16 bits per sample. The first one
contained 1000 utterances (110 minutes) from a male speaker,
the average utterance duration being 6.6 seconds. The second
one contained 1000 utterances (186 minutes) from a female

speaker, with average duration 11.2 seconds. The texts of the
two databases were different.

For a correct performance of the TTS system, the Mandarin
Chinese text analyzer must parse the input text into a compos-
ite structure where not only the phoneme and tone for every
syllable but also the prosodic structure of the whole sentence
is specified. Unfortunately, such text analyzer is not currently
available; thus we built a Mandarin Chinese text analyzer for
this project. The text analysis procedure includes: (i) word
segmentation, (ii) POS tagging, (iii) grammatical parsing, (iv)
L2S conversion, and (v) prosodic prediction. The last two steps
are parallel but they both depend on the results of the first three
steps.

To implement steps (i)-(iii), an open-source parser called
ctbparser [25] was utilized. This parser is based on conditional
random fields (CRF). The provided CRF models for word
segmentation, POS tagging, and grammatical parsing were
trained on The Chinese TreeBank [26] and have been reported
to achieve good results on the three tasks [25].

For the L2S conversion, every Chinese character (we assume
it as one syllable) must be converted into the composition
of phonemes and tone, or pinyin. This conversion can be
implemented through a search in a pronunciation dictionary.
However, Chinese is well known for polyphones: the pro-
nunciation of one syllable may differ in different contexts.
Therefore, we built a hierarchical dictionary and adopted a
simple search strategy: if the current grammatical unit, such
as a word or phrase, can be found in the dictionary, the
corresponding pinyin sequence is used; otherwise, the pinyin
of all the syllables of the grammatical unit are retrieved and
concatenated into a pinyin sequence.

Getting the pinyin sequence is not enough for high-quality
speech synthesis in Mandarin Chinese. Another necessary
component is the prosodic hierarchy [27]: some adjacent
characters should be pronounced as a single prosodic word and
several prosodic words form one single prosodic phrase. Such
hierarchy resembles the grammatical structure of a sentence;
thus it is possible to derive the prosodic structure based on
the results of the grammatical parsing mentioned above. In
this project, we adopted grammatical features similar to those
mentioned in [28] and used decision trees [29] to build the
prosodic prediction model. The model was trained from 1900
sentences in the aforementioned corpus. Tests performed using
the remaining 100 sentences showed that the performance of
the prosodic prediction model achieved similar results as those
reported in [28].

H. German

The German initial voice has been created by using only
one voice called “Petra” [30]. The Petra corpus is an extract
of the German BITS database [31]. It contains a total of
399 sentences and it was originally recorded, transcribed and
segmented for the use in the BOSS speech synthesis system
[32]. Thus, a set of scripts had to be implemented in order
to translate the original files of the corpus (in BOSS-XML
format) into an HTS-compatible label format. Basically we
extracted the same type of information as in [19], with very
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few differences. The same scripts are used in combination with
the BOSS text analyzer at synthesis time. This part of the work
was not yet fully operational at the time of writing this paper.

V. USER-DRIVEN POST-EDITION OF SYNTHETIC VOICES

The purpose of this part of the project was to provide
the algorithms to manually manipulate intuitive aspects of
synthetic speech. In accordance with the interface described
in Section III, the modifications must be applicable: a) on the
acoustic parameters of a given signal, and b) on the models that
generate such parameters. When performing modifications on
the acoustic parameters, the user can listen to the modified ver-
sion of the signal and tune the parameters according to his/her
desires until the results are satisfactory. At that moment, the
system will “print” the new values on the HMM, thus making
them permanent. In this regard, linear transforms are optimal:
given a set of acoustic vectors {x;} generated by an HMM,
we can either transform directly the vectors, X; = Ax; + b,
or transform the mean vectors and covariance matrices of all
the HMM states:

i=Au+b, Z=A%AT (2)
where
) A 0 0 ) b
A= 0 A O , b=1|0 3)
0 0 A 0

Note that the block structure of A and b allows transforming
both the static and the dynamic parts of p and 3. For
consistency, the global variance models are also transformed
through eq. (2) for null bias vector b and for A equal to the
element-wise product of A by itself.

Focusing on spectral modifications, the choice of MCEP
coefficients as acoustic parameterization is particularly useful
in this context because it has been shown that, in the MCEP
domain, frequency warping? and amplitude scaling® operations
can be formulated as a product by a matrix and an additive
bias term, respectively [33], [34].

As depicted in Fig. 4, users are shown a textbox where they
can type any sentence to test the trained synthetic voice. They
are also presented with a set of sliders to manipulate the four
aspects of voice that we describe next, and a button to make
the modifications permanent.

1) Speech rate: The effect of the modification can be
previewed by reconstructing the waveform from the generated
parameters at a different frame rate, i.e. the frame shift is
multiplied by the lengthening factor d. Modifications are
imposed to the duration model by multiplying its means and
covariances by d and d?, respectively. In addition, the dynamic
parts of the acoustic models are multiplied by 1/d (deltas) or
1/ d? (delta-deltas) for consistency.

2) Average pitch: This modification was implemented
through a linear transform of the log f stream where A = [1]
and b = [log k], k being the selected pitch factor.

2Frequency warping modifies the frequency axis of speech spectrum
according to a specific mapping function.

3 Amplitude scaling can be understood as a filtering process that modifies
the log-amplitude spectrum of speech.

3) Vocal tract length: Among the existing types of para-
metric frequency warping curves [33], we chose the one based
on the bilinear function as in [34]. In the MCEP domain,
the corresponding transformation matrix A takes only one
parameter « as input (see [34] and [35] for details):

1 « a?
0 1—a? 200 — 20
A= —a+a® 1—4a®+3a* ... “4)

Positive values of o produce a vocal tract length reduction,
i.e. move the spectral events to higher frequencies*, and vice
versa.

4) Loudness: Even without increasing the power of a
signal, its perceptual loudness (and also its intelligibility) can
be increased by reallocating energy in some specific bands. In
[8] a filter enhancing the band 1-4 kHz was used for this exact
purpose. In this work, loudness modification was implemented
through a bias vector b that contains the MCEP representation
of the mentioned filter, multiplied by a weighting factor ¢ tuned
by the user.

Apart from these four simple modifications, algorithms were
developed to allow more expert users to modify the spectrum
of the synthetic voice via arbitrary piecewise linear frequency
warping and amplitude scaling curves (for simplicity, their
corresponding graphical controls have not been included in
Fig. 4). These curves will be referred to as W (w) and A (w)
respectively. Basically, the user “draws” them by choosing the
position of a number of reference points in a 2D surface. To
translate these curves onto the MCEP domain, they are first
resampled at a sufficient resolution (K = 257 frequency bins
between w = 0 and w = 7). The warping matrix A is given
by C-M-S, where M is a K x K sparse matrix that contains
the correspondence between source and target frequency bins
(similarly as in [36]), S is the matrix that transforms a MCEP
vector into K log-amplitude spectral bins, and C is the matrix
that converts bins into MCEP coefficients. In accordance with
eq. (1), the elements of S are given by

sgpi=cos(i-mel(nk/K)), 0<k<K, 0<i<p (5
and C can be expressed as
C=(S"S+AR) 'S’ ©6)

where A = 2-107% and R is a diagonal perturbation matrix
whose i*" element is 7; ; = 8722 (see [36] for more details).
The amplitude scaling vector b that corresponds to A (w) can
be obtained® by multiplying C by a K-dimensional vector
containing the log-amplitude spectral bins of A (w).

VI. DISCUSSION AND CONCLUSION

In this paper we have described the ZureTTS system, a
system than includes a set of tools and algorithms covering

4A similar formulation is typically used to implement the mel (-) function
of eq. (1).

5The MCEP representation of the aforementioned loudness filter was
calculated exactly this way (though for efficiency it was calculated offline
only once, then stored at code level).
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the main goals of our project, i.e., the easy creation by non-
expert users of a personalized synthetic voice. There are,
however, some aspects of the performance that deserve an
explicit discussion.

As we have mentioned in Section II-B, users record their
voice while reading a set of phonetically-balanced sentences
displayed on the screen. Since the texts of these sentences are
known, the context labels needed by HTS to perform adapta-
tion are easy to obtain. Nevertheless, it is necessary to align
such labels with the input recordings. As labels are defined at
phone level, phone segmentation is needed whenever a user
transmits a set of recordings to the server and presses the
“Start adaptation” button. This was not an issue for those
languages where Festival-based text analyzers were being used
(namely English, Catalan and Slovak), since Festival already
provides the necessary tools to do this (it is even capable of
detecting and considering the speaker’s short pauses that are
not consistent with the punctuation marks of the text). For
the remaining languages, a solution had to be investigated.
The problem of using speech recognition technology was that
it required either the availability of appropriate pre-trained
speaker-independent recognition models for each language,
which would hinder the incorporation of new languages, or
the ability to train them exclusively from the user’s recorded
material, which could be too scarce for an accurate modeling.
Hence, we decided to use the initial voice models (synthesis
HSMMs), which are obviously available for all languages and
are supposed to be of high accuracy, in forced alignment mode.
To overcome the possible spectral mismatch between the initial
models and the input voice, we followed the strategy described
in [35], which consists of the following steps:

1) Get phone durations via forced alignment between the
input acoustic vectors and the HSMMs (the mathemati-
cal formulation can be found in [35]).

2) Calculate the vocal tract length factor o (see section
V-3) that makes the acoustic vectors maximally closer
to a similar sentence generated from the HSMM with
the current durations.

3) Transform the input vectors through the matrix given by
eq. (4) and go back to the first step until convergence is
reached.

This procedure resulted in highly satisfactory phone segmen-
tations while getting some interesting information about the
vocal tract length of the input voice®. The main limitation of
this method is that it does not consider the inclusion of short
pauses. This issue should be addressed for a more accurate
overall performance of the system for the involved languages.

We also studied the possible use of the output likelihoods
of HSMM forced alignment for utterance verification. Note
that in the current implementation of the system the user
him/herself is asked to validate the recordings before transmis-
sion, which makes the system prone to undesired problems.
Unfortunately, we were not able to implement an accurate
detector of mispronounced sentences within the duration of
the ZureTTS project. Future works will possibly address this

OThis privileged information is not yet exploited in the current implemen-
tation of the system.

issue.

Another limitation of the system is the lack of control over
the quality of the input (presumably home-made) recordings.
Given the profiles of the project participants, this aspect
was not explicitly tackled, but informal tests indicate that
passing the recorded signals through a Wiener filter before
acoustic analysis avoids gross noise-related artifacts and does
not substantially harm the performance of the system in terms
of adaptation. In any case, it is logical to suppose that users
will take care of the recording conditions as long as they want
to get a high-quality personalized voice.

As detailed in Section IV, language-specific initial voice
models were trained from databases that were available to the
project participants with adequate permissions. In some cases
the databases were not optimal for this task; in some others
the amount of training material was not sufficiently large;
also, time constraints imposed the need of using only a subset
of some relatively large databases. Consequently, there are
some significant performance differences between languages.
Most of the models are currently being retrained or properly
trained, which is likely to result into significant performance
improvements in the short term.

The acquisition of a powerful dedicated server is undoubt-
edly one of the necessary changes to be carried out in the
near future. Currently, the system runs in a mid-performance
server and requests from different users are processed sequen-
tially on a first-in first-out basis, which sometimes results in
unnecessary delays.

Finally, beyond its immediate practical goals, ZureTTS
provides a framework to investigate very interesting challenges
such as dynamically incorporating the acquired knowledge
(basically from the recordings) into the average voice models,
or designing new adaptation strategies that reduce the number
of sentences that the user has to record for a successful
adaptation. When properly advertised, the ZureTTS web portal
is expected to facilitate the communication and interaction
between researchers and users. In accordance with the market
trends it is still necessary, however, to provide the users not
only with web services such as those described in Section III,
but also with user-friendly “apps” that are compatible with the
personalized voices yielded by ZureTTS. With regard to this,
an Android version of AhoTTS [18] will be launched soon.
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