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Abstract—The Auracle project aimed at investigating how
sound alters the gaze behavior of people watching moving images,
using low-cost opensource systems and copyleft databases to
conduct experiments.

We created a database of audiovisual content comprising:
several fragments of movies with stereo audio released under
Creative Commons licenses, shorts with multitrack audio shot
by participants, a comic book augmented with sound (events
and music). We set up a low-cost experimental system for gaze
and head tracking synchronized with audiovisual stimuli using
the Social Signal interpretation (SSI) framework.

We ran an eye tracking experiment on the comic book
augmented with sound with 25 participants. We visualized
the resulting recordings using a tool overlaying heatmaps and
eye positions/saccades on the stimuli: CARPE. The heatmaps
qualitatively observed don’t show a significant influence of sound
on eye gaze.

We proceeded with another pre-existing database of audio-
visual stimuli plus related gaze tracking to perform audiovisual
content analysis in order to find correlations between audiovisual
and gaze features. We visualized this exploratory analysis by
importing CARPE heatmap videos and audiovisual/gaze features
resampled as audio files into a multitrack visualization tool
originally aimed at documenting digital performances: Rekall.

We also improved a webcam-only eye tracking system, CVC
Eye Tracker, by porting half of its processing stages on the GPU, a
promising work to create applications relying on gaze interaction.

Index Terms—Eye tracking, multimodal recording, saliency,
computational attention.

I. INTRODUCTION

Our research question is to find if gaze tracking analysis
can help to understand whether or not sound influences vision
when watching audiovisual content. We will first introduce
facts about the sound/image relation (I-A), eye tracking (I-B)
and other signals that can help to answer this question (I-C).
In Section II we describe the two gaze recording setups that
we put together or optimized. In Section III we illustrate the
databases we used for the experiments and for the analysis.
In Section IV we explain our experimental protocol for gaze
recordings using an audiovisual comic book as stimulus. In
Section V we report the techniques we employed to perform
the analysis. In Section VI we illustrate the tools we used to
produce visualization that supports our analysis.

A. The sound/image relation
The sound/image relation can be addressed by different

standpoints: from the observations of the data analysts that
study audio and visuals as media content or interaction chan-
nels; and from the perspective of audiovisual content creators.

Figure 1 compares the complementary modes of sound and
vision across time and space as defined by Gaver for the design
of human-computer interfaces [1]. It underlines the differences
between audition and vision in human perception. In our case,
studying the relation between sound and image implies to
perform spatiotemporal analysis.

Fig. 1. Complementary modes of sound and vision by Gaver [1]

Electroacoustic music composer and professor Michel
Chion has been studying the relationship between sound and
image [2]. For movie analysis he coined new terms, for
instance one that defines how space and time can be composed
together:

Synchresis, an acronym formed by the telescoping together
of the two words synchronism and synthesis: “The spontaneous
and irresistible mental fusion, completely free of any logic, that
happens between a sound and a visual when these occur at
exactly the same time.”

B. Eye tracking
Eye tracking is the measurement of the eye movements

made by a viewer on a visual array, such as a real-world scene,
a computer or a smartphone screen. This technique provides an
unobtrusive, sensitive, real-time behavioral index of ongoing
visual and cognitive processing. Eye tracking research has
been ongoing for several decades, effervescent in the last,
discovered a couple of centuries ago. Some predictions foresee
it as the new trend in video game controllers, “hands-free”.
The price and form-factor size of these devices is plunging,
about soon to be part of consumer-grade video game hardware
and to be integrated in mobile devices, most probably through
infrared pupil tracking [3].
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Companies such as SensoMotoric Instruments (SMI) and
Tobii provide research-grade commercial solutions that are
very precise (less that 0.5◦ of error) and fast (samplerate in
kHz) but however are very expensive (tens of thousands of Eu-
ros). Low-cost solutions with specific hardware are emerging,
such as the Eye Tribe in 2003 (see Section II-B), less precise
(between 0.5 and 1◦ of error) and fast (30 frames per second)
but affordable for about hundred Euros. Low-cost solutions
without specific hardware, solely based on webcams, have
been developed in the research communities for a decade, such
as CVC Eye-Tracker (see Section II-A) and ITU GazeTracker
(evaluated by its authors [4] for usability testing versus higher-
end solutions).

Besides the qualitative specification offered by dedicated
hardware, another major advantage brought by expensive
commercial systems is the comprehensive software tools that
are provided with their product. Such tools usually cover the
whole workflow for eye tracking experiments: device support,
test and stimuli preparation, test recording, tests analysis with
statistics. A few opensource tools providing such a fully-
fledged solution exist, recently surveyed in [5], for instance
OGAMA (OpenGazeAndMouseAnalyzer)1 [6] released under
a GPL license unfortunately only for Windows platforms and
currently not supporting video stimuli.

C. Other signals

While the purpose of this project is to record a audiovisual
database to analyze the correlation between user gaze and
sound, we chose to record other signals to go deeper into
the analysis. We opted for recording processed data from the
Microsoft Kinect as the video signal and depth map. We have
also recorded the head pose estimation and the facial ”Action
Units” [7] which are data for coding facial movements, for
example, to know whether the user is smiling or neutral.

II. SETUPS

Motivated by exploring open source and low-cost solutions,
we decided to investigate two eye-tracking systems. The first
relying solely on a webcam is of interest to build interactive
applications on mobile devices using built-in hardware (Sec-
tion II-A). The second is as well low-cost but provides greater
precision than the first setup for our experiments (Section
II-B).

A. Setup 1: webcam-based eye tracker

Although infrared (IR) based eye-tracking techniques are
used in almost all commercial eye-tracker devices and soft-
ware, visible light methods pose an alternative that has the
advantage of working with common hardware such as web-
cams. CVC Eye-Tracker [8] is an open source eye-tracking
software2 which is an improved version of Opengazer 3 and
which requires no special equipment such as IR lights, IR
cameras, etc.

1OGAMA: http://www.ogama.net
2CVC Eye-Tracker: http://mv.cvc.uab.es/projects/eye-tracker
3OpenGazer: http://www.inference.phy.cam.ac.uk/opengazer/

The pipeline of the eye-tracker is shown in Fig. II-A. The
application uses the images captured from the webcam to
calibrate a gaze point estimator and then use this to output
gaze estimations. The components of the system are:

• Point Selection: 8 facial feature points are selected
automatically on the subject’s face. A combination of
Haar cascades, geometrical heuristics and a novel eye-
corner detection technique is used to choose the points.

• Point Tracking: The points selected in the first step
are tracked over the subsequent webcam frames, using
a combination of optical flow and 3D head pose based
estimation.

• Calibration: The regions containing the left and right
eyes are extracted and used to calibrate a Gaussian
Process (GP) estimator for the gaze point.

• Gaze Estimation: The left and right eye images extracted
from the latest webcam frame are mapped to the screen
coordinates using the GP estimator.

A key variable that has to be taken into account in real
time video processing applications is the computation time,
which can be so elevated in case of processing high definition
(HD, Full HD, etc.) videos. Therefore, we developed a version
of the eye-tracker that exploits the high computing power of
graphic processing units (GPUs). These components dispose
of a large number of computing units, which can be very well
adapted for parallel computation. Our GPU implementation
is applied on the computationally most intensive steps of the
webcam-based eye tracker (Fig. II-A):

• Eyes, nose and frontal face detection
• Optical flow-based points tracking

Fig. 2. GPU-based Eye tracker

The proposed implementation can exploit both NVIDIA
and ATI graphic cards, based on CUDA4 and OpenCL5. The
CUDA version consists of selecting a number of GPU threads
so that each thread can perform its processing on one or a
group of pixels in parallel. More details about this process
and the applied optimization techniques can be found in [9],
[10].

Otherwise, the OpenCL implementation is based on the
same process, but using a specific syntax related to OpenCL.
The main advantage of OpenCL is its compatibility with both
NVIDIA and ATI graphic cards, as it was proposed as a stan-
dard for GPU programming. However, CUDA, which allows
to program NVIDIA cards only, offers better performances
(Fig. 3) thanks to its adapted programming architecture.

4CUDA. http://www.nvidia.com/cuda
5OpenCL.http://www.khronos.org/opencl

http://www.ogama.net
http://mv.cvc.uab.es/projects/eye-tracker
http://www.inference. phy.cam.ac.uk/opengazer/
http://www.nvidia.com/cuda
http://www.khronos.org/opencl
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Fig. 3 compares performance between CPU, CUDA and
OpenCL implementations (in terms of fps) of points (eyes,
nose and frontal face) detection and optical flow-based track-
ing. These accelerations allowed to improve the process of
webcam-based eye tracker with a factor of 3x. As result, our
GPU-based method allows real time eyes tracking with high
definition videos.

(a) selection

(b) tracking

Fig. 3. CUDA and OpenCL-based points selection and tracking performance

This setup does not yet provide a sufficient accuracy for per-
forming experiments with gaze recording. In next section we
describe a low-cost system that we used for our experiments.

B. Setup 2: low-cost eye tracker and depth camera

The goal of the second setup is to capture different data
from a user analysis with synchronized stimuli. The recording
of this data was done using the Social Signal interpretation
(SSI) framework6 developed at Augsburg University. The
SSI framework gives different tools to record and analyze
human behavior through sound, video, and a large range of
commercial sensors [11].

In this setup, we combined a web camera, the Eye Tribe
7(a low cost eye tracking device) and the Microsoft Kinect.
The utility of the webcam is to apply the CVC Eye-Tracker
on the video. CVC Eye-Tracker can also be applied on the
video stream from the Kinect, but with a smaller resolution.
As stimuli, a video player and a comics book player are linked
to the framework to obtain sensor data correctly synchronized.
SSI also contains processing modules to filter and extract
features from the recording signals. For example, it allows
to obtain the head pose estimation and the Animated Units
from the Kinect through the Kinect SDK.

6SSI: http://www.openssi.net
7The Eye Tribe: http://theeyetribe.com

The use of SSI requires writing a pipeline in XML. This
pipeline contains all the structure of the system to obtain the
synchronized date at the end. The XML pipeline contains 4
different parts. The first part is the sensor declaration. In this
part all the sensors with the raw data extract from each sensors
are declared. The second part contains filter to prepare and
combine data for the visualization of the third part. The last
part contains all parameters for the data storage.

Figure II-B shows the monitoring display of our pipeline
recording all the sensors in sync. The next sections provide
more information about the plugins implementing access to
sensors and display of stimuli.

Fig. 4. Visualization of multimodal recording in SSI: Kinect RGB video
(top-left), depth map video (top-middle), head pose (bottom-left), action units
(bottom-middle) and Eye Tribe signals (right)

1) Webcam: The aim is to know the reactions of the user
facing an audio-visual stimuli, it is normal shoot and record
the user. This can easily be done using a webcam. In this case
we used a 720p webcam at 30 FPS. The video was recorded
using the FFMPEG Plugin from SSI

2) Kinect: To go further in the user behavior analysis, there
should be an analysis of the user’s face. The Kinect SSI plugin
gives access to several metrics available from the Kinect SDK.
Data extracted from the Kinect in this setup are the RGB
Image with depth map, the head pose estimation, the user
skeleton in seated mode and the facial animation unit. The
Kinect sensor contains two CMOS sensors, one for the RGB
image (640 x 480 pixels at 30 fps) and another for the infrared
image from which the depth map is calculated, based on the
deformation of an infrared projected pattern [12].

The main use of the Kinect is the user skeleton tracking.
Skeletal Tracking is able to recognize users sitting. To be
correctly tracked, users need to be in front of the sensor,
making sure their head and upper body are visible (see Figure
II-B2). The tracking quality may be affected by the image
quality of these input frames (that is, darker or fuzzier frames
track worse than brighter or sharp frames).

The Kinect head pose estimation method returns the Euler
rotation angles in degrees for the pitch, roll and yaw as
described in Figure II-B2, and the head position in meters
relatively to the sensor being the origin for the coordinates.

From the face are extracted: the neutral position of the
mouth, brows, eyes, and so on. The Action Units (AU)
represent the difference between the actual face and the neutral
face. Each AU is expressed as a weight between -1 and +1.

http://www.openssi.net
http://theeyetribe.com
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Fig. 5. User tracking in seated mode

Fig. 6. Three different degrees of freedom: pitch, roll and yaw [13]

3) Eye Tribe: gaze + calibration: At the beginning of
the project the data streamed by the Eye Tribe was partially
recorded by SSI. We enhanced the existing Eye Tribe plugin to
allow SSI to record all the gaze calibration and data provided
by the Eye Tribe. The complete Eye Tribe’s data description
is available on their website8. Each participant had to perform
the Eye Tribe calibration process before each stimuli type.
During the calibration process SSI was recording the gaze
data frame stream and the calibration data frame event. We
recorded the gaze stream to have practical calibration gaze
points and eventually recheck the calibration afterwards. After
the launch of the calibration recording SSI pipeline we used
the Eye Tribe server for the calibration which comes with Eye
Tribe and consists of circular targets appearing on random grid
positions on the screen. The announced Eye Tribe precision is
around 0,5◦ to 1◦ which gives an average precision of 0,5cm
to 1cm on the screen in practical. Practically, if the participant
moves her/his head, the calibration is lost. The participant
relative position to the screen and tracker is also important
for a good tracking quality. The Eye Tribe and the Kinect
are both using infrared illumination, these have to be properly
placed to limit their interference. We used the Eye Tribe at 30
frames per second, our reference framerate for the recordings.

4) ffmpeg for movie stimuli: We wanted to get the sensors
recorded in sync with the movie stimuli with two constraints:
frame-accuracy and the ability to randomly sequence movies.

The SSI core plugin for video reading which uses the ffmpeg
framework didn’t provide the frame timing information. We
modified the SSI plugin to log the frame numbers.

8Eye Tribe API: http://dev.theeyetribe.com/api/

The ffmpeg plugin is not suitable for sequencing many
video stimuli inside one pipeline. SSI provides a tool for
stimuli named ModelUI that resembles a slideshow authoring
tool, but not allowing frame-accurate synchronization between
video stimuli (when embedded as slideshow elements) and
the sensors pipeline. We had to manually generate random
sequences of video stimuli by concatenating fragments (using
the ffmpeg library). We experienced frame dropping through
this process.

5) UDP socket client logging events from the comic book
player: For the SSI synchronization of the comic book player,
we simply recorded the comic book’s logs through a local UDP
connection. SSI provides a core plugin that reads UDP frames
as events and record them in a .events xml format file. The
recorded logs were: comic pages and their timestamp; sounds
status (played or stopped) and type (music/effect/ambience)
and sequencing option (looped or triggered once).

6) Discussion: SSI is a fully-fledged solution beyond syn-
chronized recording providing realtime machine learning ca-
pabilities on multimodal signals.

The strengths of SSI are its availability as opensource
project under a GPL license and its vast number of plugins
for supporting many devices.

SSI also comes up with several drawbacks, regarding cali-
bration and video stimuli synchronization. One calibration for
both trackers (eye and kinect) was required per SSI pipeline, so
we wanted to be able to launch a single pipeline per participant
to facilitate the tests. From our experience with the ffmpeg
plugin (see Section II-B4), we decided to drop video stimuli
for the experiments (see Section IV) and choose only the
interactive comic book as stimulus.

The SSI distribution (binaries and source code) that we
adapter (with modified ffmpeg and Eye Tribe plugins) and
used for the experiments is available on a github repository9.

III. DATABASE

A. State-of-the-art of audiovisual and gaze datasets

During the last decade, an exponentionally increasing num-
ber of computational visual saliency model has been proposed
[14]. To be able to fairly evaluate and compare their perfo-
mance ([15], [16]), over a dozen of videos datasets annotated
with eye tracking data has been publicly released10 [17]. Yet,
aside from a few papers [18], [19], [20], [21], [22] authors
never mention the soundtracks or explicitly remove them,
making participants look at silent movies which is far from
natural situations.

Here, we propose a freely available database of audiovisual
stimuli and related human fixations, allowing to validate
models on the relation between image and sound, with diverse
genres beyond movies, documentaries and broadcasts, such as
animation [23] and video games, focusing on special directing
and sound design techniques [24].

9SSI Auracle: http://github.com/eNTERFACE14Auracle/AuracleSSI
10Eye-Tracking databases repertory: http://stefan.winkler.net/resources.html

http://dev.theeyetribe.com/api/
http://github.com/eNTERFACE14Auracle/AuracleSSI
http://stefan.winkler.net/resources.html
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Fig. 7. Frames of the NYC2123 comic book reworked with less text, as audiovisual stimulus for the experiments

B. The Auracle database

1) Movies with multitrack audio: To provide material for
the experiments following our initial plans to include movie
stimuli, 8 excerpts from Creative Commons movies were
selected for the added values sound offered against audio, with
an access to the source files in order to modify the sound
channels. We also wrote and shot 5 original shorts with a
cinema-like aspect. Each of these had separate audio channels
for music, ambience and effects, so the sound mixing could
be changed during the experiments using a control surface.

These movies could unfortunately not be used as stimuli for
experiments due to our issues with implementing a suitable
SSI pipeline with frame-accurate synchronization between
video stimuli and sensor recording (see Section II-B4).

2) A comic book augmented with sound: We used a digital
comic book with sound effects and music as a stimuli. We
wanted that all the material (comic book, sound effects, music)
would be released under a Creative Commons license. We
adapted the source files of the NYC2123 comic book11 to
make all pages match a single orientation and resolution.
Pierre-Axel Izerable produced the sound design and provided
the audio files and a description of their sequencing. We
assembled the visuals and the sounds together in a prototype
with which sounds can be looped or played once, in transition
between two frames. Participants can read the comic book at
their own pace, the prototype records the slide transitions as
well as if an audio file is played, stopped, or looped; the type of
audio content of the file (ambient, sound effect or music). This
information is also sent to the SSI recorder through an UDP
connection so it can be synchronized with the sensors data.
After some testing we decided to remove some large framed
text from the original comic because the participants were
taking a huge proportion of the experiment duration to read
those and the reading path and time were not the gaze features
we wanted to extract. Fig. 7 illustrates these reworked frames
containing less text. An HTML5 version of the NYC2123
comic book augmented with sound is available online12.

11NYC2123 comic book: http://nyc2123.com
12Auracle NYC2123 Issue 1 augmented with sound:

http://github.com/eNTERFACE14Auracle/AuracleNYC2123Issue1

IV. EXPERIMENTS

A. Participants
25 participants agreed to take an experiment consisting

in watching the comic book while their gaze was being
monitored. Participants were split into two groups: one group
experienced the comic book augmented with sound, the other
group read the comic book without soundtrack. Figure IV-A
shows the apparatus used for the experiments.

Fig. 8. Apparatus used for the experiments

Participants didn’t receive financial reward but were offered
Belgian chocolate.

We used the opensource survey management applica-
tion LimeSurvey13 to implement and collect pre- and post-
experiment questionnaires. The pre-experiment questionnaire
allowed to collect qualitative data: sex, spoken language(s).
Among the 25 participants, 6 were females and 19 males.
6 reported English as their native language. 12 reported to
suffer from visual impairment: 11 included left/right eye
myopia/presbyopia or strabismus; and 1 color blindness. 3
reported to suffer from hearing impairment, including slight
loss in bass/medium/treble frequency range or tinnitus.

13LimeSurvey: http://www.limesurvey.org

http://nyc2123.com
http://github.com/eNTERFACE14Auracle/AuracleNYC2123Issue1
http://www.limesurvey.org
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B. Collected data
For each participant, data was collected in files containing:
• events from the comic book player with timestamps: next

comic book frame, sound start/loop/end;
• streams from the trackers: Kinect RGB/depthmap videos

and head pose and action units, EyeTribe eye fixation
status and raw/average eye positions;

• calibration status from the Eye Tribe including an esti-
mation of its quality on a [0;5] scale.

C. Preliminary analysis on reading times
In this Section, we perform analysis on temporal aspects:

reading times that can be grouped by participant, by comic
book frame, and by condition (with or without sound).

1) User-defined page switching pace complicates experi-
mental analysis: Participants could read the comic book at
their own pace, they could decide when to switch to the next
page manually by pressing the right arrow key on a keyboard.

Table I visualizes the variations in reading time between
participants and on each comic book frame. For each partic-
ipant, a replay video was generated with a fixed framerate,
along the time spent reading each comic book frame. Each of
these replay videos was summarized into a slit-scan (by con-
catenating horizontally a 1-pixel-wide central vertical column
extracted in each frame).

id av comicstripscan
3 0
17 0
24 1
4 1
2 0
21 0
10 1
1 1
7 0
19 0
0 1
8 1
9 0
14 1
13 0
11 0
20 1
23 1
22 0
12 1
18 1
6 1
15 1
16 0
5 0

TABLE I
COMICSTRIPSCANS ORDERED PER DURATION AGAINST PARTICIPANT ID

AND AV CONDITION (WITH OR WITHOUT SOUND)

This illustrates how our stimuli have a variable duration
depending on the browsing pace desired by each participant,
what makes the inter-subject analysis more difficult.

Figure 9 visualizes times per frame grouped by user. Besides
users 5, 6, 15 and 16 (at the bottom of Table I), most users read
most frames in between 2 and 10 seconds, except for some
frames considered as outliers. Analyzing the effect of frame
content on reading times may help to further understand this.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0

10

20

30

40

50
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70

Users

Times

Fig. 9. Times (s) per frame grouped by user

2) Influence of frame content on reading times: Figure 10
visualizes times per user grouped by frame. Reading times
are clearly greater for frames containing much text (7-9, 13-
14, 26). Further analysis may be undertaken to correlate text
length and complexity with reading times.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
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Times

Fig. 10. Times (s) per user grouped by frame
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3) Influence of the audio condition (with/without sound-
track) on reading times: The Shapiro-Wilk test statistic (W)
and its p-value (p) can be computed to to test the null hypoth-
esis whether reading times (for all frames and participants)
grouped by both conditions (with and without sound) are taken
from a normal distribution [25]. Times “with sound” (W=0.82,
p=1.15e-19) and “without sound” (W=0.77, p=1.55e-21) are
not from a normal distribution (the null hypothesis is rejected).

We want to compare two unpaired groups (different amount
of participants and varying times per frame) whose distribution
normality is not assumed, therefore we choose to compute the
Mann-Whitney test statistic (u) and its p-value (p) [26]. With
u=6.11e5 and p=0.49, we can assume that there is no signifiant
difference in reading times per frame per participant between
both groups (with/without audio), what Figure 11 illustrates.

0 1
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40

50

60

70

Conditions

Times

Fig. 11. Times (s) per user per frame grouped by condition (0: without
sound, 1: with sound)

This experiment could only be undertaken during the last
week of the workshop, after facing technical difficulties on
synchronized recording and thus deciding to simplify the test
protocol discarding video stimuli. We used a pre-existing
database of video stimuli and related gaze recordings by
Coutrot el al. [19] to test and choose techniques for analysis
(Section V) and visualization (Section VI) .

V. ANALYSIS

In this section, we report how audiovisual content and gaze
recordings can be analyzed; and how the analyses of both can
be correlated.

A. Audiovisual content analysis

Audio content can be described by a collection of commonly
employed musical information retrieval features: the first 4
central moments of the real portion of a fast Fourier transform,
spectral flux, entropy, first 13 MFCCs, and their flux. These

are computed using the default parameters from MIRtoolbox
[27]. Alternative methods could be employed which attempt
to describe the content by its latent feature dimensions [28].

Regarding visual features, we compute optical flow, shown
to correlate significantly with the entropy of eye-movements
from multiple participants during dynamic scene viewing [29],
[30]. This feature describes a vector of motion for each
pixel for every frame. The resulting vectors are binned in a
360 degree histogram for each frame, creating a 360-element
feature vector.

B. Gaze recordings analysis
We decided to describe gaze by the dispersion of the

eye-movements, following the tracks of Coutrot et al [19].
Dispersion is defined as the mean of the Euclidean distance
between the eye positions of different observers on a given
frame.

C. Correlations between audiovisual/gaze features
Correlating two multivariate features can be done by a

canonical correlation analysis. This method attempts to de-
scribe either multivariate feature as a linear combination of the
other. By reducing the data to single linear combination, we
can produce a single metric describing how well one domain
is described by the other. The resulting feature can be used in
a program such as Rekall (see Section VI-B) for alternative
methods of linear editing, producing meaningful thumbnails,
or simply providing the editor another cue for understanding
their media. When dealing with larger collections, this feature
could possibly be used for align/sync audiovisual content.

VI. VISUALIZATION SUPPORTING ANALYSIS

Techniques for visualizing eye tracking have been elabo-
rated since the 1950, as surveyed in the state-of-the-art report
by Blascheck et al.[31]. Some of these visualization techniques
are integrated into tools that allow exploratory analysis and
interactive browsing, such as the recent and comprehensive
tool ISeeCube by Kurzhals et al.[32]. Unfortunately, a majority
of these tools are neither open source nor cross-platform.
We opted for combining two opensource solutions: CARPE
(Section VI-A) that computes heatmaps and scanpaths, and
Rekall (Section VI-B) that allows to browse audio and video
content through a multitrack timeline.

A. Gaze heatmaps and scanpaths with CARPE
CARPE [29] produces heatmaps overlaid on video and im-

ports eye-tracking data stored in text files. Each eye-movement
is convolved with a 2-degree isotropic Gaussian distribution.
The resulting distribution is normalized and converted to a
jet-colormap. The CARPE source code is available on a
github repository14. We use CARPE for producing example
visualizations of our data. A heatmap video rendered with
CARPE with the gaze data recorded through the experiments
on the interactive version of the NYC2123 comic book is
available online15.

14CARPE: https://github.com/pkmital/NSCARPE
15CARPE replay videos of Auracle NYC2123 Issue 1:

https://archive.org/details/AuracleNYC2123CARPE

https://github.com/pkmital/NSCARPE
https://archive.org/details/AuracleNYC2123CARPE
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B. Multitrack audiovisual/gaze visualization with Rekall

Tools that allow exploratory browsing of audiovisual content
are multimodal annotation tools (surveyed by some of the
participants of the current project through a previous eN-
TERFACE project [33]) and non-linear audio/video editing
tools and sequencers. Few of these tools are cross-platform,
opensource and easy to adapt to our needs. Rekall 16 is a
new opensource tool for browsing and annotating audiovisual
content, designed for the documentation of live artistic per-
formances [34]. It is released under an opensource license
(CeCILL, similar to GPL). Until the end of the eNTER-
FACE’14 workshop, its first version was developed as a
desktop application solely relying on the Qt framework17, pre-
computing and visualizing simple thumbnails such as audio
waveforms and video keyframes. Rekall was thus a good
candidate for our requirements (opensource, cross-platform,
easy to adapt).

Figure 12 illustrates how Rekall can be adapted to visu-
alize altogether a stimulus video with a heatmap of gaze
fixations overlaid using CARPE and multitrack thumbnails
of features (dispersion and audiovisual correlation) and video
(keyframes). Such a prototype has been obtained throughout
the workshop with a limitation: some of the files recorded
through the experiments are converted to files supported by
Rekall, rather than having implemented the computation of
their visualization directly into Rekall. These are the heatmap
videos pre-computed using CARPE, importable as video con-
tent by Rekall; and the audiovisual/gaze features resampled
at a minimal standard audio sampling rate (22050 Hz) to
be directly importable as audio content from which Rekall
computes waveforms.

Next steps would include to adapt Rekall to support various
and modular thumbnail techniques through a plugin archi-
tecture, so that a single standalone application can be used
without external conversions.

VII. CONCLUSION AND FUTURE WORK

Throughout this project we have learned by trial and er-
ror the current state of the art on: low-cost eye tracking,
synchronized multimodal recording, opensource eye tracking
visualization and analysis.

We applied this experimental pipeline to an experiment with
25 participants whose gaze was tracked while watching an
interactive comic book augmented with sound. The collected
data is not relevant for further analysis, therefore we decided
not to distribute it. However the experiment can be replicated
on different datasets using our system.

Further work is required to allow the analysis of the
correlation between the direction of the head and eye tracking.

To better understand the zones of interest in each comic
book frame, clues could be mined from visual analysis, such
as objectness to track protagonists and objects in the scene
[35], and text detection and recognition [36].

16Rekall: http://www.rekall.fr – http://github.com/Rekall/Rekall
17Qt: http://qt-project.org

Fig. 12. Visualization in Rekall of a stimulus video (top-right) with a
heatmap of gaze fixations overlaid using CARPE (top-left) and multitrack
thumbnails (below) of features (dispersion and audiovisual correlation) and
video (keyframes)
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[20] M. L. H. Võ, T. J. Smith, P. K. Mital, and J. M. Henderson, “Do the eyes
really have it? Dynamic allocation of attention when viewing moving
faces,” Journal of Vision, vol. 12, no. 13, pp. 1–14, 2012.

[21] A. Coutrot and N. Guyader, “How saliency, faces, and sound influence
gaze in dynamic social scenes,” Journal of Vision, vol. 14, no. 8, pp.
1–17, 2014.

[22] ——, “An Audiovisual Attention Model for Natural Conversation
Scenes,” in IEEE International Conference on Image Processing (ICIP),
Paris, France, 2014.

[23] R. Beauchamp, Designing Sound for Animation. Focal Press, 2005.
[24] V. T. Ament, The Foley Grail: The Art of Performing Sound for Film,

Games, and Animation. Focal Press, 2009.
[25] S. S. Shapiro and M. B. Wilk, “An analysis of variance test for normality

(complete samples),” Biometrika, vol. 52, no. 3/4, pp. 591–611, 1965.
[26] H. B. Mann and D. R. Whitney, “On a test of whether one of two random

variables is stochastically larger than the other,” Annals of Mathematical
Statistics, vol. 18, no. 1, p. 5060, 1947.

[27] O. Lartillot and P. Toiviainen, “A matlab toolbox for musical feature
extraction from audio,” International Conference on Digital Audio
Effects, pp. 237–244, 2007.

[28] P. Mital and M. Grierson, “Mining Unlabeled Electronic Music
Databases through 3D Interactive Visualization of Latent Component
Relationships,” in NIME 2013: New Interfaces for Musical Expression,
Seoul, Korea, 2013.

[29] P. K. Mital, T. J. Smith, R. L. Hill, and J. M. Henderson, “Clustering
of Gaze During Dynamic Scene Viewing is Predicted by Motion,”
Cognitive Computation, vol. 3, no. 1, pp. 5–24, Oct. 2010.

[30] T. J. Smith and P. K. Mital, “Attentional synchrony and the influence of
viewing task on gaze behavior in static and dynamic scenes,” Journal
of Vision, vol. 13, pp. 1–24, 2013.

[31] T. Blascheck, K. Kurzhals, M. Raschke, M. Burch, D. Weiskopf, and
T. Ertl, “State-of-the-Art of Visualization for Eye Tracking Data,” in
State of The Art Report (STAR) from the Eurographics Conference on
Visualization (EuroVis), R. Borgo, R. Maciejewski, and I. Viola, Eds.
The Eurographics Association, 2014.

[32] K. Kurzhals, F. Heimerl, and D. Weiskopf, “Iseecube: Visual analysis of
gaze data for video,” in Proceedings of the Symposium on Eye Tracking
Research and Applications, ser. ETRA ’14. New York, NY, USA:
ACM, 2014, pp. 351–358.
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